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Abstract— through this paper we proposed the methodology that incorporates the K-means and fuzzy c means algorithm for the color 
image segmentation. The image segmentation may be defined as the process of dividing the given image into different parts. Here we are 
taking color image as the input and we are supposed to segment the given image on the basis of its color. The clustering algorithm also 
proved to be very efficient in the process of image segmentation. The clustering can be defined as the method of grouping the similar kind 
of objects from the input. The grouping can be on the basis of the attributes like color, shape, texture, size and other. The motive behind the 
segmentation is to extract the some meaning information from the input like image so that it can be utilized in effective manner. The K-
means and fuzzy c means are the most popular clustering algorithm. The k-means use the iterative approach to partition the given image 
into k clusters while in the fuzzy c means clustering method of image segmentation a group of images are allowed to form a cluster on the 
basis of similarity checks.  

Index Terms— Segmentation, K-means, Fuzzy c means, clustering, unsupervised clustering. 

——————————      —————————— 

1 INTRODUCTION                                                                     
N today’s world lots of method for the information convey-
ing is used by the users and images are also considered as 
one of the important method of information passing. So it is 

important to understand the images and extract the infor-
mation efficiently so that it can be used for other useful pur-
poses. The problem associated with broad view of vision is 
that interference.  Segmentation of image proving very helpful 
in extraction of the information from given image [1]. The im-
age is first supposed to be divided into different parts so that 
one can easily concentrate on the desired portion or the object 
in them. For this purpose segmentation using clustering is 
proving as the better technique. Image segmentation is the 
process of splitting the given image into the similar regions on 
the basis of the available attributes like color, texture, shape, 
size and etc. The similar or homogeneous region of the image 
is the result of segmentation which used to put the pixels of 
similar kind attribute in a particular region. Segmentation 
plays a very important role in extracting the information from 
the image to form a similar region by classifying pixels on 
some basis to group them into a region of similarity. The result 
obtained from segmentation is a set of regions that collectively 
constitute the entire image. One natural view of segmentation 
is that we are attempting to determine which components of a 
data set naturally “belong together”. This methodology is 
termed as “clustering”. The image segmentation has wide area 
of application like object recognition, face recognition, medical 
imaging and video retrieval [2] [3]. 

 
 

2 IMAGE SEGMENTATION 
Image Segmentation is defined as the process of splitting the 
given image in group of pixels into homogeneous regions on 
the basis of common features [4]. Features can be represented 
by matrix of color, texture and many more each of which help 
in finding the similarity of the pixels in that region [5]. Seg-
mentation of an image is the process of dividing the given im-
age into multiple regions. The aim of the segmentation is to 
convert the image into simple format and change the represen-
tation into something more constructive to analyze. Segmenta-
tion is basically used for determining the objects and their 
boundaries (curves, lines, etc) in the given image [6]. The im-
age segmentation results in set of regions that collectively rep-
resent the entire image. Each region represents the pixels 
which are similar with respect to some features or characteris-
tics like color, shape, size etc. So image segmentation may also 
be defined as the process of understanding and analyzing the 
image [7]. The Segmentation may prove helpful in recognition 
of the object [8], image compression, editing many more. The 
Segmentation process basically depends upon the quality of 
image which is to be processed [9]. This proves effective in the 
case of simple images due to very less variations in the pixels 
and required some preprocessing in case of complex image. 
The image segmentation process can be categorized into five 
categories such as Region Based Segmentation, Pixel based 
segmentation, Edge based segmentation, Edge and region Hy-
brid segmentation, and clustering based segmentation. 

3 CLUSTERING 
Clustering means the process of grouping the objects which is 
based on their attributes, so that the objects with attributes 
should lie in the same cluster . Clusters may be defined as the 
group of objects which are similar in nature on the basis of 
their attributes and dissimilar to the objects of other groups. 
Clustering is data mining technique which is used for data 
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analysis, image processing, pattern recognition and more. An 
image can be think as a group which is grouped on the basis 
of keyword (metadata) and its content i.e. description. Cluster-
ing used to divide the given images into various regions or 
classes without any prior information. 
In metadata based clustering a keyword is a form of font 
which is used to refer the different features of an image. The 
similar features of an image are grouped into same clusters by 
assigning them a value. On the other hand in content based 
clustering, the content refers to the shape, color, texture or any 
other information that can be extracted from the image itself.  
Clustering method includes partioning clustering which in-
volves the creation of clusters that partitions the data into sim-
ilar groups. In hierarchical clustering a hierarchy of clusters 
from each and every element is maintained. 
A number of clustering techniques are available to make the 
image segmentation more efficient and effective. The cluster-
ing methods which we are using in this paper are relevance 
feedback, log based clustering, hierarchical clustering, graph 
based clustering, Retrieval-dictionary based and filter based 
clustering and many more. 

 
3.1 K-Means Clustering  
K-means clustering algorithm is one of the simplest clustering 
algorithms which lie in the category of unsupervised cluster-
ing algorithm. The main concept of this algorithm is that it 
used to classify the given dataset into various clusters. The 
number of clusters in this technique is fixed. The purpose of 
using the k-means algorithm is to get the primary segmenta-
tion of the input image. The main advantage of using the k-
means algorithm is that it is simple and has relatively low 
computational complexity [9]. The second important ad-
vantage of using this particular algorithm is, it is suitable for 
biomedical image as the number of cluster (k) is known in 
advance for the image. For the tissue image which we used we 
are taking K=3. 
The K-means clustering algorithm can be divided into two 
basic versions which are named as non- adaptive version 
which was introduced by Lloyd and an adaptive version 
which was introduced by McQueen. 
Here in this paper we are going to concentrate on adaptive k-
means which is based on Euclidean distance.  
The first step involves the selection of the cluster centers. The 
data set is then partitioned into K clusters and the pixels are 
assigned to some clusters. The Euclidean distance is calculated 
from the each pixel to the mean of each cluster. The clusters 
should have no overlapping with each other. The dimension 
for the centroid is the same as the dimension of the data vec-
tors. Every pixel which is assigned to some clusters is on the 
basis of the closeness which is obtained by using the Euclidian 
distance measure . After the clustering of all pixels, the mean 
of each cluster is calculated and this process will be continued 
until no significant changes will encountered. 
The K-means clustering algorithm is as follows: 
 

1. Place K points which are supposed to be clustered in-
to the space represented by the objects. 

2. Each object is assigned to the group that has the clos-

est centroid. 
3. When each object is assigned, recalculate the position 

of each k-centroid. 
4. Repeat the steps 3.1.2 and 3.1.3 until the centroids no 

longer change. This will produce a division of the ob-
jects into the groups from which the metric which is 
to be minimized can be computed 
 

3.2 Fuzzy C Means Clustering 
Fuzzy c-means clustering algorithm is one of the most promi-
nent clustering algorithms for color image segmentation. Rus-
pini in 1969 has come up with the idea of using fuzzy set theo-
ry for clustering. But the first fuzzy c-means clustering algo-
rithm was introduced by Dunn [10] and later it was general-
ized and framed by Bezdek[11]. Unlike k-means  clustering 
technique which use the concept of hard partitioning the fuzzy 
c-mean employs the concept of the fuzzy partitioning accord-
ing to which a pixel can belong to all the groups with different 
membership grades 0 and 1. 
    The fuzzy clustering algorithm receives the data as a matrix 
of order n*m where n is the number of the data and m is the 
number of the parameters. The fuzzy c-means is a iterative 
algorithm which is used to separate the given set S in K com-
pact clusters. Every cluster is denoted by its Centre ci, fuzzy c 
means also associates with every feature vector xj which be-
longs to fuzzy membership grade vij belongs to [0,1], 1<i<K in 
each of the K classes. The membership function vij represents 
the degree to which xi belongs to class i. The set    V = {vij} 
{1≤i≤K, 1≤j≤N} is called the fuzzy partition of S. Let A = {ai} 
1≤i≤K is the set of clusters centers. The fuzzy c-means cluster-
ing algorithm employs the iterative optimization procedure to 
calculate the minima of constrained objective function:    

 
F (A, V, S) =  d(xj , ai)       (1) 

In the above equation m can be defined as the parameter that 
controls the degree of fuzzification if m=1 it shows no fuzzi-
ness. The proposed algorithm creates the relative member-
ships, which shows the degree of sharing the pixels between 
the clusters. 

The fuzzy c-means algorithm is very much similar to 
the k-means algorithm, the fuzzy algorithm here which we 
used for color image segmentation uses the extended feature 
of image i.e. the L*U*V transformation. The technique for the 
segmentation of color image segmentation is different from 
the segmentation of the grey image. The L*U*V color space is 
also known as CIELAB or CIE L*a*b which is used to quantify 
the visual differences. 
 
The fuzzy c-means algorithm is as follows: 

1. First we are supposed to choose the number of clus-
ters. 

2. Randomly assign the coefficients for each point to be 
in the cluster. 

3. Repeat the following step until the algorithm has 
converged: 
3.1 Computation of the centroid for each cluster. 
3.2 The coefficient for each pixel is computed to en-

sure them to be in cluster 
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4 RESULT AND SIMULATION 
The simulation is done is done on MATLAB on color tissue 
image with K=3. Figure 1 shows the simulation of the k-means 
clustering algorithm which is applied on the color tissue im-
age. Figure 1(b) presents the initial cluster index image by k-
means and figure 1(c), (d), (e) presents the objects in cluster1, 
cluster2 and cluster3 respectively  

   
(a)                 (b) 

 
 
        
 
 
 
 

 (c)            (d) 
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Figure 1 Result of K means clustering on color tissue (a) 
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(c)                             (d) 
 
  

 
 
 
 
(e) 

Figure 2 Result of FCM on color tissue (a) 

 
while the figure 2 (c), (d), (e) presents the objects in the clus-
ter1, cluster2 and cluster3 by using Fuzzy c-means clustering 
algorithm. 

5 CONCLUSION 

In this paper we segment the image and extract the features 
and clustered the given image on the basis of these features by 
using the k-means and fuzzy c-means clustering technique. 
The cluster analysis is done on the basis of the number of clus-
ters, speed and other factors.We can easily make out that the 
clusters obtained from the FCM are better in comparison to 
the K-means. The FCM also proves faster in comparison to its 
counterpart if the number of clusters is same. The color image 
segmentation of tissue can be helpful in the diagnosis and 
medical purpose.  
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